
 

RESEARCH BRIEF 18 • JANUARY 2021 
 

 

 

Cognitive Science as a New 

People Science for the 

Future of Work 
 

 

Frida Polli, CEO and Founder, pymetrics 

Sara Kassir, Senior Policy and Research Analyst, pymetrics 

Jackson Dolphin, Data Science Research Associate, pymetrics 

Lewis Baker, Director of Data Science, pymetrics 

John Gabrieli, Grover Hermann Professor, Health Sciences and Technology, 

Department of Brain and Cognitive Sciences 

Director, Athinoula A. Martinos Imaging Center at the McGovern Institute for 

Brain Research, MIT 

Member, MIT Task Force on the Work of the Future  

 

 



 

1 

 

Cognitive Science as a New People 

Science for the Future of Work 
 

Frida Polli, Sara Kassir, Jackson Dolphin, Lewis Baker, John Gabrieli 
 

“When we measure something, we are forcing an undetermined, undefined world to assume an experimental 
value. We are not measuring the world, we are creating it.” 

– Niels Bohr, Danish physicist and winner of the 1922 Nobel Prize in Physics 

 

Introduction 

The notion of studying people in jobs as a science—in fields such as human resource management, people 

analytics, and industrial-organizational psychology—dates back to at least the early 20th century. In 

1919, Yale psychologist Henry Charles Link wrote, “The application of science to the problem of 

employment is just beginning to receive serious attention,” at last providing an alternative to the “hire and 

fire” methods of 19th-century employers. A year later, prominent organizational theorists Ordway Teal 

and Henry C. Metcalf claimed, “The new focus in administration is to be the human element. The new center 

of attention and solicitude is the individual person, the worker.” The overall conclusion at the time was that 

various social and psychological factors governed differences in employee productivity and satisfaction. 

In some ways, the basics of modern people science remain closely aligned with the tenets first established 

more than 100 years ago. Namely, around the turn of the 20th century, psychologists became particularly 

focused on studying constructs that measured both group and individual differences, devising tests to 

measure them in people, and demonstrating correlations between tests (i.e., predictors) and metrics of job 

success (i.e., criteria). With respect to individual differences, psychologist E.L. Thorndike notably explained 

the concept in 1918: “We may study a human being in respect to his common humanity, or in respect to his 

individuality. In other words, we may study the features of intellect and character which are common to all 

men, or we may study the differences in intellect and character which distinguish individual men.” By the 

1920s, there was a basic consensus that the scientific method could facilitate employment selection if a 

measurement tool could clearly demonstrate a relationship with worker efficiency.  

But two primary factors have changed significantly since the establishment of the first employment selection 

tools: the needs of employers and the needs of society. Because hiring assessments must be developed with 
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a particular set of priorities and circumstances in mind, they tend to become obsolete in the face of 

dramatic social, cultural, and economic shifts. Consider, for example, the following questions: “In the year 

1900, what does the industrial factory worker need to be able to do well?”; “In the year 1950, what does 

the car mechanic need to be able to do well?”; and “In the year 2000, what does the truck driver need to 

be able to do well?” All have very different answers, meaning an assessment developed with one context 

in mind will be less useful for others. Notably, this idea is not unique to people science: Philosopher of 

science Thomas Kuhn famously coined the term paradigm shift in 1962 to describe a fundamental shift in 

the underlying assumptions governing a field. To quote an adage often used to explain the spirit of his 

work: “The answer you get depends on the question you ask.” 

The nature of jobs, firms, workers, and society has transformed in innumerable ways over the past few 

decades; to understand the shortcomings of traditional approaches to people science, it is crucial to 

identify the aspects of today’s people science paradigm that were absent in earlier iterations. At a high 

level, these can be summarized as four considerations. First, while the concept of employee satisfaction was 

fairly novel before the 1930s, with the increased competitiveness of labor markets, modern employers 

view job fit as critical to reducing employee turnover. Second, particularly since the widespread adoption 

of computers, today’s employers have fewer needs for skills like rote memorization or task repetition, 

instead emphasizing the importance of soft skills (also known as aptitudes) in the workplace. Third, 

contemporary organizations are legally required to consider the fairness of their hiring strategies, and are 

socially pressured to prioritize demographic diversity. Fourth, in light of the potential for modern 

technology to both create and eliminate new types of jobs, modern employers seek more flexible 

approaches to evaluating talent than did their predecessors.  

Practitioners of traditional approaches to employment selection have undertaken a variety of efforts to 

better account for the 21st century’s talent needs. The simple reality is that significant room for 

improvement remains, highlighting the need for a fundamental rethinking of people science strategies. 

Fortunately, entirely new areas of science dedicated to studying human brains, behaviors, and thought 

processes—fields such as cognitive science, neuropsychology, cognitive psychology, and behavioral 

neuroscience—have emerged since employment selection first became a research discipline. These 

advancements allow for the evaluation of job candidates in a manner that is individualized, nuanced, 

equitable, and dynamic. The result can be massive benefits to the efficiency of employers, the well-being 

of employees, and the cohesion of society.  

Regarding terminology, this brief will often make a distinction between traditional people science and new 

people science. Though not formal terms, the goal here is to differentiate between methods that rely on 

data inputs that are heavily correlated with demographic identity and social position and methods that 

incorporate modern technology for evaluating human potential. Traditional people science therefore 

encompasses tools such as résumés and CVs, standardized educational tests, IQ (or general mental ability) 
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tests, and personality inventories based on self-report. The new people science refers to the evaluation of 

behavioral data collected with digital assessments, specifically to measure the underlying cognitive, social, 

and emotional traits of individuals without self-reports. Best practices for traditional people science are 

largely captured by the professional standards put forth by Division 14 of the American Psychological 

Association, also known as the Society for Industrial and Organizational Psychology (SIOP). Best practices 

for the new people science, on the other hand, are only beginning to coalesce as insights from behavioral 

and neuroscience labs are applied at scale in the context of employment selection.  

This Brief Proceeds in Five Sections:  

● First, we review the limitations of traditional approaches to people science. In particular, we focus on 

four needs of the modern employer that are not satisfied by the status quo: job fit, soft skills, fairness, 

and flexibility.  

● Second, we present the foundations of a new people science by explaining how advancements in 

fields like cognitive science and neuroscience can be used to understand the individual differences 

between humans.  

● Third, we describe four best practices that should govern the application of the new people science 

theories to real-world employment contexts.  

● Fourth, we present a case study of how one platform company has used the new people science to 

create hiring models for five high-growth roles. 

● Finally, we explain how the type of insights presented in Section IV can be made actionable in the 

context of retraining employees for the future of work.   

I. Limitations of Traditional Approaches to People Science 

The first section of this brief aims to explain how the employment paradigm has shifted in recent years to 

incorporate dimensions of job fit, soft skills, fairness, and flexibility, and how conventional approaches to 

talent selection have failed to keep pace. In detailing the shortcomings of traditional employment tools, 

which may include résumé reviews, manual sorting procedures, personality inventories, intelligence tests 

(e.g., IQ, general mental ability, or cognitive assessments), it is clear that modern employers’ needs demand 

a new employment science.  
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SOME HISTORICAL CONTEXT 

Before beginning this review, it is worth emphasizing that the constancy of traditional people science is no 

coincidence. Many of the deficiencies of traditional hiring tools—such as inconsistent results across different 

job types—have been recognized essentially since their invention. However, employment scientists diverted 

attention away from correcting such shortcomings in the 1980s, following the broad acceptance of a few 

key theories within mainstream people science. Around this time, American psychologists John E. Hunter and 

Frank L. Schmidt used a novel meta-analytical method to disrupt the prevailing belief that the drivers of 

success in a job vary depending on the role (e.g., a focus on job fit). Instead, they argued that an 

unambiguous relationship between job performance and general mental ability (GMA) held across all 

contexts; they claimed the strong correlation had simply been masked by “noise” in data that could be 

removed with statistical corrections (which notably deviated from standard meta-analysis practices). 

Nearly 40 years later, Hunter and Schmidt’s theory of validity generalization continues to be cited as 

evidence that cognitive ability is the single best predictor of job success.  

It would be difficult to overstate how much Hunter and Schmidt’s conclusions changed the nature of 

employment science. Alegra et al. (1984) summarize the prevailing theory of situational specificity that had 

existed prior to their research: “Especially from the studies of Ghiselli (1959, 1966, 1973), we know that 

for a specific type of test applied to a particular type of job the validity coefficients from different 

samples show considerable variation: in one sample the validity coefficient many be high and positive and 

in another it may even be negative.” As Kozlowski writes in The Oxford Handbook of Organizational 

Psychology, Volume 1 (2012), “Validity generalization ended the situational specificity hypothesis to the 

point that professional guidelines such as the SIOP (Society for Industrial and Organizational Psychology) 

Principles now explicitly recognize the role of meta-analysis as a validation strategy.” 

While Hunter and Schmidt’s conclusions had a dramatic effect on the trajectory of people science, the most 

remarkable thing about their research is how uncritically it was accepted by other people scientists. Meta-

analyses are known to involve many judgment calls on the part of the authors (e.g., which studies to 

include, how to approximate sample size variance, how to categorize moderators, how to present results, 

etc.), with different assumptions inevitably yielding different results. As Richardson and Norgate (2015) 

note, while traditional people scientists commonly attribute the predictive validity of GMA to a “large and 

compelling literature,” this conviction “seems to have developed from a relatively small number of meta-

analyses over a cumulative trail of secondary citations.” In fact, among those researchers who have 

endeavored to replicate Hunter and Schmidt’s analyses with slight adjustments, many have found that the 

top-line conclusions regarding cognitive ability are easily undermined.  

It is beyond the scope of this brief to exhaustively review every response to Hunter and Schmidt’s work, 

but some aspects of their research particularly cast doubt on the idea that IQ tests are effective tools for 
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modern employers. For example, Hunter and Schmidt strongly advocate that job performance should be 

conceptualized as a single measure, typically in the form of supervisor ratings or an average of multiple 

criteria. This is no small assumption in the modern world of work, where employers can have drastically 

different priorities and expectations of employees. According to one study by Murphy and Shiarella 

(1997), the validity of a given selection device can vary significantly depending on how different 

components of job performance are weighted to calculate an employee’s overall score. Without knowing 

the actual organizational goals of the employer then, it is impossible to support the claim that GMA (or 

any single talent selection procedure) can universally predict success.  

Finally, the nature of Hunter and Schmidt’s meta-analytical procedure should have been of little 

consequence to the practice of employment selection, because a corrected validity coefficient is meant to 

“furnish a theoretical estimate of what the effect size might be if everything in the situation was perfect.” 

However, the distinction between hypothetical approximations and real-world correlations has been lost 

by many traditional employment scientists; as industrial and organizational (I-O) psychologist Murphy 

(2013) notes, “Given our awareness of the potential influence of meta-analyses on personnel selection 

practice and on public policies in this area, we have been surprisingly casual about how our results are 

presented.” One consequence of this conflation is the presentation of GMA as the “final answer” for 

employment selection, explaining why the science has remained fixed on the construct for the last several 

decades. As this section will detail, while some researchers have made efforts to deviate from Hunter and 

Schmidt’s mainstream ideology, progress has been limited by the absence of a true paradigm shift.  

JOB FIT 

The concept of job-matching is rooted in two ideas that may feel obvious in today’s labor market: that jobs 

vary by organization, and that employers should care about workers’ happiness. Researchers have found 

that people who are in roles that align with their personality, preferences, and skills are more satisfied in 

their roles, and job satisfaction is further related to job performance. Additional studies have indicated 

that employee satisfaction is a driver of important business goals such as organizational effectiveness, 

profit, innovation, and customer satisfaction. The basic rationale holds that content employees are more 

likely to demonstrate work ethic and remain with the organization, reducing costs due to turnover. Surveys 

also have shown that workers are often willing to take pay cuts to accept jobs that they believe better suit 

them. It is therefore unsurprising that the modern employer has largely come to view matching people to 

roles that fit them well as a crucial part of the hiring process.  

Traditional hiring assessments were not optimized for dimensions of job fit because, at the time of their 

development, employers faced minimal incentives to be concerned with employees’ well-being. Instead, 

early selection tools seemed to take the position that employers were in positions of absolute control over 

job candidates; they simply had to identify the “best” candidates to perform the work productively, with 
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little regard for consequences like job-switching. In the context of traditional assessments, “best” is a 

notably monolithic concept; certain traits, such as intelligence and conscientiousness, are deemed universally 

preferable and are assumed to drive job performance across all contexts. An influential challenge to this 

perspective came from developmental psychologist Howard Gardner in 1983, who presented eight (now, 

nine)1 variants of intelligence. Today, the idea that human potential should be evaluated with a 

multifaceted approach is captured by the concept of neurodiversity, or the idea that variations in mental 

functions—such as sociability, learning, attention, and mood—are adaptive and nonpathological. The 

failure to account for neurodiversity in hiring has considerable implications on fairness, which will be 

discussed later in this section. 

The ability of employers to largely ignore the satisfaction of their workers dramatically changed with the 

advent of labor unions. Mayo (1923) first introduced the concept of emotion into mainstream American I-O 

psychology with his discussion of factory work as fomenting anger, fear, suspicion, lowered performance, 

and increased illness, which subsequently created the conditions for worker unrest. In particular, after 

WWII, businesses realized their error in judgment. As one manager of a nonunion company noted in 1951: 

“Unions would have far less control and influence in this country if industry had been listening, and once 

having developed the art of listening, reacted as it should have to what it heard.” Jacoby (2008) cites one 

1949 report from the Research Institute of America: “The whole question of efficiency and productivity 

boils down to one thing: understanding the MOTIVATIONS of your employees and taking steps to SATISFY 

them.” Around this time, attitudinal employee research became significantly more commonplace. 

Subsequently, psychologists in the 1960s and 1970s became more interested in how variations in 

leadership styles and organizational structures affected employee satisfaction; by the 1980s, researchers 

began exploring employee personality as a mediating factor. 

In its modern conception, the idea of job fit has two main variations: person-organization (P-O) and person-

job (P-J). While the former concept is rooted in the notion that behaviors are a product of one’s situation, 

the latter relies on an individual’s innate traits as an explanation. During the 20th century, psychologists 

tended to position P-J and P-O as alternative frameworks for understanding individual variations in job 

performance. Still, it has become increasingly apparent in recent years that both must be considered in the 

modern workforce. For example, researchers have found that P-J fit can yield benefits such as reduced 

employee stress and increased job satisfaction, and that P-O fit is important for maintaining a flexible and 

committed workforce in a competitive labor market.  

The theoretical ideas behind job fit are relatively straightforward, but the prospect of measuring these 

constructs in the context of employment selection has historically been less so, particularly when subject to 

the limitations of traditional employment tools. In operationalizing evaluations of person-job fit, an 

employer must rely on a formal job analysis to determine the knowledge, skills, abilities, and other 

characteristics (KSAOs) required to complete a role. From there, they must identify congruous measures of 
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an applicant’s KSAOs, using information such as prior work experience, résumé data, standardized tests, 

and reference checks. Given that the majority of the data used to evaluate P-J fit is retrospective (e.g., 

work history), this approach can overlook candidates who have simply never had the opportunity to 

demonstrate a particular competency. Additionally, while job analysis is an essential tenet of management 

science, the procedure largely ignores personality-related characteristics and team dynamics.  

In operationalizing person-organization fit, Kristof (1996) suggests that the “constructs of interest are often 

values, goals, climate, or culture—variables that are most frequently measured by perceptions. Therefore, 

the aggregation of individual perceptions should be used in the measurement of actual P-O fit.” The 

underlying assumption with this approach is that the majority’s stated perception of an organization’s 

culture (e.g., collected through surveys or interviews) effectively represents the organization’s culture. This 

view clearly does not account for any social pressure that employees may feel to regurgitate an 

employer’s stated mission, even if it does not align with reality. Additionally, Cable and Judge (1995) find 

that hiring outcomes can be predicted based only on an interviewer’s perceptions of a candidate’s values, 

even when they do not align with a candidate’s self-reported values. 

SOFT SKILLS 

In the words of one economist: “It is worth stressing that ‘soft skills’ represents a term that is generally 

known and understood, but yet not precisely defined.” The term was first coined by researchers studying 

leadership for the U.S. Army in 1972 as “important job-related skills that involve little or no interaction 

with machines and whose applications on the job are quite generalizable.” Heckman and Kautz (2012) 

describe soft skills as traits such as personality, goals, motivations, and preferences that are valued in the 

labor market, but not adequately captured in achievement tests. Cimatti (2016) writes that “the term soft 

skills is used to indicate all the competences that are not directly connected to a specific task; they are 

necessary in any position as they mainly refer to the relationships with other people involved in the 

organization. Hard skills, on the other hand, indicate the specific capabilities to perform a particular job.” 

More recently, some thought leaders on the future of work—like President of Dartmouth College Philip J. 

Hanlon and HR analyst Josh Bersin—insist that the term should be updated to power skills to reflect its 

universal importance. Here, we use the term soft skills to refer to cognitive and noncognitive characteristics 

that tend to be demonstrated across disparate environments and contexts.2  

While some ambiguity regarding the definition of soft skills persists, the broad consensus is that 

competencies like communication, teamwork, and people skills are crucial for a successful workforce. 

According to a 2019 survey of recruiters by LinkedIn, 89% of failed hires lack soft skills. Another 2019 

report by the Society for Human Resource Management indicates that 3 out of 4 employers are having 

difficulty identifying recent college graduates with the soft skills their companies need. Evidence also 

indicates that such competencies are only growing in importance: Deming (2017) finds that between 1980 
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and 2012, “social-skill intensive” occupations grew by nearly 12 percentage points as a share of all U.S. 

jobs and that wages grew more rapidly for these occupations than for any others over the same period. 

Intuitively, soft skills are closely related to the idea of job fit—people with a certain personality type or 

cognitive style will naturally flourish in certain environments more than others will. These underlying traits 

are largely not accounted for in traditional hiring assessments that seek to place all job candidates on a 

single spectrum of employability, such as tests of general mental ability (GMA) or IQ. Much of the appeal 

of GMA tests for employment selection is based on the assumption that they can be applied to virtually 

any hiring situation, with a higher score almost always being deemed preferable than a lower score. 

(There are a few notable exceptions, such as police officers in some municipalities in the United States.) 

However, since the 1980s, newer disciplines like cognitive neuroscience and neuropsychology have 

indicated that IQ and cognition are not unitary concepts, but rather are comprised of many subcomponents 

such as verbal ability, visuo-spatial abilities, memory, attention, executive control, task switching, and 

planning, to name but a few. Most noncognitive traits must also be evaluated in a more context-specific 

manner; according to Tett et al. (1991), “In the absence of conceptual analyses or personality-oriented job 

analyses, it is difficult, if not impossible, to determine the extent to which a given personality dimension is 

relevant to work performance.”  

Beyond the fact that traditional assessments of soft skills require a specific type of job analysis, there are 

a variety of limitations around the measurement of these traits. In the typical hiring process, soft skills can 

only be evaluated through situational judgment tests (SJTs), behavioral simulations like interviews, or self-

report instruments, but each of these tools suffers from validity problems. SJTs are defined by Cabrera 

and Nguyen (2001) as “assessments designed to measure judgment in work settings” that “present the 

respondent with a situation and a list of possible responses to the situation.” However, researchers have 

indicated that the relationship between a candidate’s SJT response and their real-world behavior can vary 

across different personality types. For example, Slaughter et al. (2014) find that situations designed to 

test interpersonal skills are less strongly correlated with job performance in people with higher levels of 

anger hostility (AH). Behavioral interviews are an extremely common form of hiring assessment, but 

evidence indicates that they generally fail to measure constructs of interest like integrity and customer 

service orientation. One recent study found that technical interviews for software engineering positions 

actually measure anxiety, not technical skills. Regarding self-report assessments of soft skills, these tools 

are affected by a variety of biases, which will be discussed later in this brief. One high-level critique worth 

noting is that they rely on an individual’s ability to accurately understand one’s own personality; as Vazire 

and Carlson (2010) find, “Self‐knowledge exists but leaves something to be desired.”  
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FAIRNESS 

The importance of fairness in the modern hiring process can be described in two parts: first, the legal 

requirement to not discriminate against job candidates; and second, the societal desire to promote 

diversity in the workforce. Students of U.S. history would not be surprised by the fact that traditional hiring 

assessments were not designed to address either of these dimensions; but today, their strategic significance 

for employers is clear. Regarding discrimination, between 2010 and 2019, the U.S. Equal Employment 

Opportunity Commission received nearly 900,000 individual charges of employer impropriety. In addition 

to the direct financial consequences of litigation, unfair hiring practices yield indirect costs by creating a 

homogeneous workforce. Researchers have demonstrated that diversity and inclusion in the workplace can 

drive business outcomes like revenue, innovation, and profit. Konradt et al. (2016) also find that job 

applicants’ perceptions of the fairness of a hiring process can affect both their odds of accepting an offer 

and their job performance 18 months later. 

When traditional employment processes were first developed, the simple reality was that organizations 

were primarily concerned with evaluating a homogeneous population for jobs. But as GMA tests grew in 

popularity with employers, so too did problematic evidence indicating that scores were strongly correlated 

with demographic features, such as educational attainment and socioeconomic status. For example, in 

1932, Black psychologist Robert P. Daniel wrote that efforts to use GMAs to measure racial differences in 

intelligence were “worthless” because “present techniques give measures of differences due to weaknesses 

in educational opportunities rather than of differences in mental ability.” However, despite the strong 

evidence of racial and class bias in IQ tests, 20th-century I-O psychologists undertook significant efforts to 

demonstrate the clear relationship between these assessments and job performance. These efforts 

culminated in the previously mentioned meta-analysis conducted by American psychologists John E. Hunter 

and Frank L. Schmidt in the 1980s, which led to the conclusion among many in the I-O field that GMAs are 

the strongest predictors of job performance. Traditional practitioners remain wedded to the use of general 

cognitive assessments because of this body of work, despite the fact that the racial bias yielded by such 

tests is significantly more severe than that yielded by any other selection tool. According to one estimate, a 

GMA test that selects 50% of white candidates will only select 16% of Black candidates from the same 

applicant pool. 

It is important to underscore the fact that efforts to place humans on a single spectrum of cognitive ability 

are not unique to employment selection: Theories about IQ and its applications have existed in virtually 

every social science, as have their critics. To fully understand the attachment traditional people scientists 

developed with GMA tests though, it is important to note how hiring procedures are regulated in the 

United States. Since the Civil Rights Act of 1964, U.S. employers have effectively been prohibited from 

engaging in two types of hiring discrimination: first, refusing to employ a person on the basis of race, 

ethnicity, gender, religion, or national origin; and second, evaluating or limiting applications in a way that 
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would adversely impact a person’s employment prospects due to their race, ethnicity, gender, religion, or 

national origin. In legal terms, these actions are defined as disparate treatment and disparate impact, 

respectively. The former of these concepts addresses what might be otherwise termed direct instances of 

discrimination (e.g., “I do not want to hire this person because they are Black”), while the latter refers to 

indirect discrimination (e.g., the hiring process systematically disadvantages Black people, whether 

intentionally or unintentionally). Technically, the racial disparities in cognitive assessment scores should 

render such tools illegal since they yield disparate impact. 

However, a significant loophole exists in the regulation of hiring procedures, which allows for a biased 

assessment to be used so long as it aligns with the employer’s business necessity. For example, if an 

employer needs to hire candidates to move heavy boxes, a strength test might be legally permissible, 

even if it would lead to the disproportionate selection of men over women. In establishing the strong 

relationship between GMAs and job performance across a variety of professions, traditional people 

science provided fodder for employers who want to use these tools without concern for the bias they yield 

against racial minorities. The implied rationale here is that IQ tests are so predictive of job success that an 

employer cannot afford to sacrifice the certainty of a good hire for concerns regarding racial equity—

giving them a business necessity defense. Hunter and Schmidt (1982) attempt to make this case in explicit 

financial terms with statements such as: “For an organization as small as the Philadelphia police 

department (5,000 persons), the labor savings stemming from the use of a cognitive ability test to select 

officers has been calculated to be $18 million for each year’s hires.” In addition to the ethically 

questionable prioritization of business profitability over broader societal goals, this position also fails to 

account for the economic benefits of workforce diversity, as described above. 

In more recent years, some I-O psychologists have sought to reduce the bias that occurs when GMAs are 

used in employment selection, typically not by abandoning such tools, but by suggesting additional metrics 

to add to the evaluation process. Ployhart and Holtz (2008) conduct a review of 16 of these methods for 

grappling with what they term “the diversity-validity dilemma,” though they find only one approach to be 

effective. Where traditional employment scientists do advocate for alternatives to cognitive tests, options 

like the Big 5 personality inventory are common. But these, too, are not immune from fairness concerns in 

practice: Issues arise because of a desire by employers to place all applicants on a single spectrum in 

terms of quality. When provided with measures of a candidate’s conscientiousness, agreeableness, 

openness, extroversion, and neuroticism, the suggestion is that high scorers on the first two of these traits 

make the best employees across most contexts. In contrast, candidates with high neuroticism scores—such as 

many women and people with mood disorders—are generally deemed less desirable. The consequence of 

this one-size-fits-all approach to evaluation, whether driven by GMAs or personality tests, is that some 

“types” of people are effectively the “winners” of the hiring process while other “types” are the “losers” 

across all contexts. 
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Formal assessments are, of course, far from the only part of the conventional employment selection process 

that yields discrimination against demographic groups. With the average résumé review lasting only seven 

seconds, human recruiters rely heavily on intrinsically biased intuitions, including personal prejudices and 

social stereotypes, to make rapid judgments about candidates. These effects are well documented by call-

back studies, which involve submitting two identical résumés to an employer, with the only change being the 

applicant’s gender or racial identity, as signaled by their name. Using a meta-analysis of these 

experiments conducted over 30 years, Quillian et al. (2017) find that the average “white” résumé receives 

36% more invitations to interview than “Black” résumés, and 24% more than “Hispanic” résumés. 

Unfortunately, researchers have found that mitigation efforts, such as anonymizing résumés and implicit 

bias training, are largely ineffective. 

FLEXIBILITY 

The proliferation of artificial intelligence has intensified conversations regarding workforce flexibility in 

recent years, but this is far from the first point in history when workers needed to adapt. A 1963 report by 

the U.S. Department of Labor notes that “occupational and industrial changes have been taking place 

which have increased the reemployment problems of displaced workers,” including “the long-term shift 

away from the output of goods and toward more services.” In the context of the spread of computers, 

Magrass and Upchurch (1988) write that “new technologies alter the forms of knowledge and productivity 

that are important to society.” More recently, a 2019 article from Forrester, titled “The Future of Work Is 

an Adaptive Workforce,” advises business leaders, “The future of work involves human employees working 

side by side with robots, intelligent machines from AI, automation, and robotics.” According to a survey 

conducted by major labor law firm Seyfarth Shaw, 72% of employers believe that the future of work will 

reshape their workforce in the next five years.  

Historical efforts to place people into novel types of jobs have followed a basic template. The public 

sector provides funds for displaced workers to receive formal instruction in skills that the generic “modern” 

employer needs. The relevant metrics for success are whether the trainees find a job and whether they are 

making wages equivalent to their previous role. The details of these programs have been updated 

periodically throughout the mid-20th century via acts such as the Manpower Development and Training Act 

(1962), the Job Training Partnership Act (1982), and the Workforce Investment Act (1998). However, 

program evaluations have generally produced pessimistic conclusions about their efficacy. According to 

Kodrzycki (1997), “Research on existing training programs—such as courses to provide displaced workers 

with specific occupational skills or advances in general knowledge—fails to show that they enable workers 

to achieve higher pay at their new jobs.” More recently, Muhlhausen (2017) writes, “On Election Day, 

November 8, 2016...the U.S. Department of Labor slyly released a major experimental impact evaluation 

that found the federal government’s primary job-training programs to be ineffective.” 
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Of course, it is altogether unsurprising that the traditional approach to workforce flexibility falls short 

because the strategy ignores two important factors: the uniqueness of each worker and the specific needs 

and evaluation processes of employers. Regarding the former, Leigh (1990) plainly summarizes his survey 

of existing research on reskilling: “This conclusion is simply that training curriculums offered must match the 

interests and backgrounds of targeted workers to be effective.” Regarding the latter, Fadulu (2018) writes 

that “federal policy has consistently failed at training” because “it’s paid little attention to employers and 

the question of how they can change to better recruit and retain employees.”  

In acknowledging that a one-size-fits-all approach to retraining does not yield results, experts have 

increasingly called for strategies that prioritize the alignment of certain workers with certain opportunities, 

particularly via job search assistance. For example, in 2002, the Toledo Dislocated Worker Consortium 

sought to develop a methodology to compare dislocated workers’ knowledge and skills with the 

knowledge and skills required in the occupations related to the training offered. However, this approach 

effectively assumed that an individual’s previous job was the best reflection of what their future job should 

be. Other efforts have focused on the importance of interest inventories in both directing displaced 

workers to new roles and unhappy employees seeking an internal change. Nye et al. (2012) find that, 

while interests are one part of job performance, they are less relevant when an individual’s person-

environment fit (i.e., their personality, priorities, and motivations) is not also taken into account. 

Efforts to account for the specific needs of employers in reskilling employees have largely been couched as 

“market-oriented training systems.” A 1998 report produced by the International Labour Office notes that 

“alliances between the interested parties have become the key strategy to improve the relevance, 

efficiency, effectiveness, equity and sustainability of training policies and systems.” Lee (2009) describes 

such alliances as efforts to “promote better matching between supply and demand in the labor market” by 

ensuring agreement on skill demands and infrastructural capacity to meet them. While it is logical that 

clearer information from industry can facilitate the more effective design of training curricula, the 

assumption with this strategy is that employers already know what their workforce needs are and what 

types of abilities will best meet them. Given that the World Economic Forum estimates that 65% of today’s 

preschoolers will eventually be working in roles that do not currently exist, it is clear that modern 

employers are in need of tools that can help them craft their workforce in the face of ambiguity. 

II. The Foundations of a New People Science 

The idea of the new people science does not rely on any particular academic discipline. Rather, the basic 

concept is to use advancements in our understanding of and ability to measure people, behaviors, and 

thought processes to align people with opportunities that suit them well. In doing so, the objective is not 

only to increase the efficiency and productivity of organizations, but also to disrupt patterns of bias and 
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discrimination in the allocation of job opportunities. The goal of this section is to explain the basics behind 

the new scientific disciplines that have yielded innovations in measuring people, including the underlying 

research, the mechanics of measurement, and the benefits relative to traditional methods.  

Before beginning this review, it is important to emphasize that no people science strategy should be 

thought of as a panacea for economic inequality. Disparities in hiring, pay, and promotion stem from 

various sources, including gaps in education and non-inclusive workplace environments. However, even in 

cases where candidates are equally capable of performing a job, traditional approaches to employment 

selection fail to provide an even playing field. The goal of this section is to demonstrate how newer 

scientific fields have expanded the possibilities for evaluating people in terms of their true potential, 

rather than in terms of their societal position.  

Much of the new people science draws from practical applications of cognitive science, neuropsychology, 

and cognitive/affective/social neuroscience. Cognitive science is an integrative field that was established in 

the mid-20th century from related studies in psychology, neuropsychology, neuroscience, computer science, 

sociology, anthropology, and philosophy. The birth of cognitive science has also been attributed to 

advances in computer technology. The invention of computers that could perform the same kinds of tasks as 

humans led to a realization that underlying mental processes govern much of human behavior: If the human 

mind could be analogized to a computer, then human abilities could be likened to modular components on 

a motherboard or software package. Neuropsychology and neuroscience also led to similar insights about 

the human brain—that it was modular, with many different components that could be studied individually 

rather than only looking at broad, unitary concepts like IQ3. Importantly for the new people science, 

individuals can vary on a spectrum along each modular component, and these can be measured by their 

parts or in their synergy.  

LINK TO SOFT SKILLS 

At a high level, modern cognitive scientists produce insights that can be applied to employment selection 

by studying constructs using behavioral experiments. A construct is a concept describing an attribute that 

often cannot be measured directly but can be assessed using behavioral indicators or operational 

measures. Variations on cognitive, emotional, and social constructs represent variations in soft skills. 

Cognitive science has produced many important insights about the human brain of unique individuals, such 

as the neurological differences of bilingual speakers or how athletes and artisans hone their abilities. In the 

1970s, experimental investigations of individual differences on these constructs using behavioral 

paradigms became commonplace. Revelle et al. (2011) explain the method: “We can investigate the 

relationship between individual differences and the experimentally manipulated conditions to test theories 

of individual differences.”4  With the advent of digital technology, researchers have looked more at the 
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individual, collecting data on very large numbers of people as they go about completing real-world tasks 

in order to make inferences on the cognitive and personality spectrums of humanity. 

To summarize the basics of the new people science then, researchers use behavioral assays to conduct 

experiments that evaluate many domains of soft skills in well-defined and falsifiable terms. These 

experiments allow for the establishment of clear relationships (or lack thereof) between individual 

differences in a construct (e.g., cognitive or personality traits) and outcomes of interest (e.g., decision-

making speed). When the outcomes of interest are also related to job performance (e.g., being an ER 

doctor requires a propensity for rapid decision-making), the same experiments can be used to evaluate 

job candidates in terms of fit for the role. Notably, advancements in technology have certainly allowed 

researchers to develop increasingly sophisticated tools to measure and observe human behavior, but many 

of the best-validated assays in use today rely on very simple designs that have existed for several 

decades.  

In contrast to self-report questionnaires and other means of measuring soft skills (e.g., aptitudes), 

behavioral tools provide many benefits in the context of employment selection. As previously noted in this 

brief, self-report surveys limit an employer’s ability to accurately assess a candidate’s aptitudes and 

overall fit for a particular job. This is due to several biases that are especially likely to emerge in a high-

stakes process like a job application. For example, social desirability bias reflects the human tendency to 

present oneself in a positive manner to others, but this tendency is mitigated in contexts where the 

respondent cannot tell what a test is meant to measure. Reference bias relates to the fact that survey 

questions often require a person to draw a standard of comparison (e.g., are you a hard worker?), and 

that standard may differ across individuals (e.g., does a hard worker turn in 80% or 90% of their 

assignments?). Behavioral assessments, on the other hand, do not require the establishment of a point of 

reference. Even if aware of these biases, individuals may lack the introspective ability to provide an 

accurate response to certain questions.  

LINK TO JOB FIT 

Additional advantages regarding the use of behavioral assessments in hiring include the breadth, 

granularity, and non-directionality of the characteristics measured. Regarding breadth, consider the fact 

that workers in the food services industry might benefit greatly from having a strong short-term memory. 

This is clearly not an aptitude that is easily incorporated into a questionnaire; however, through behavioral 

experiments, scientists have established a basic tool to measure it by testing how well a person can recall 

words presented to them serially. With this information, a restaurant employer could better screen for 

waiters who will correctly remember customers’ orders. As for granularity, a personal attribute like 

decision-making capacity may be divided into a few different components, such as speed, consistency, and 

degree of confidence. While conventional wisdom might conflate “good” decision-makers with confidence, 
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in some jobs confidence might be far less important than speed or consistency. Behavioral assays often 

capture multiple dimensions of a trait that may be oversimplified on a self-report questionnaire. Finally, 

with non-directionality, behavioral data can better identify candidates not just in terms of whether they 

have a particular characteristic like sustained attention, but also whether they have its opposite. For 

example, while sustained attention might be advantageous for an accountant who needs to focus on a 

single task for a prolonged period, a very short attention span could be preferable in a fast-paced sales 

environment. 

Despite the obvious benefits of behavioral data over self-reports, early behavioral experiments and their 

high-quality data have previously been confined to laboratory settings. This provided little opportunity for 

the behavioral assessment tools used by researchers to be translated to HR departments. However, in the 

last 20 years, the emergence of the web as a means of gathering laboratory-grade behavioral data has 

allowed newer people science to hurdle many of the limitations faced by traditional approaches. Many 

studies have established that online assessments retain the quality of measurement observed in classical, in-

person settings. Considering that decades of cognitive science research has produced tasks to measure 

cognitive, social, and emotional attributes ranging from planning ability to motivation for rewards, the new 

people science has provided a range of validated tools that are now deployable in the context of 

employment selection. Examples of job-relevant traits that can be readily measured using web-based 

behavioral assessments are illustrated in Table 1. 

Table 1: Some Aspects of People That can be Measured Using Behavioral Assessments Derived from 
Cognitive Science Literature 

 

While it is clear that the above constructs represent information that could be very useful for identifying 

strong employees, as presented in Section I of this brief, the modern hiring paradigm requires more than 

attention to job performance. The new people science can help account for dimensions of fit and soft skills 
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by mitigating the shortcomings of self-report methods, but it can also improve on the fairness and flexibility 

of the traditional hiring assessments. 

LINK TO FAIRNESS 

Regarding fairness, as previously discussed, certain demographic groups perform systematically worse on 

traditional GMAs, in part because a person’s educational background can significantly affect scores. 

Consider an assessment like the SAT Reading test, which might ask respondents to read a passage about 

DNA and subsequently answer a series of questions to gauge their reading comprehension. If respondents 

have previously been exposed to the concepts presented in the passage, they will obviously have an 

advantage over respondents who have never learned the material before; put differently, the assessment 

makes it very difficult to separate a person’s true reading comprehension abilities from their exposure to a 

high-quality education.5 The consequences of this conflation are evident in test results: The SAT is just one 

example of a traditional assessment that is demonstrably biased against Black and Hispanic students. 

Behavioral assessments avoid such problems by measuring traits in a manner that does not require 

reference to a particular context, such as educational or cultural knowledge.  

LINK TO FLEXIBILITY 

Flexibility in employment selection can also be improved by the new people science’s context-independent 

approach to measuring personal characteristics. In thinking about the future of work, it is clear that certain 

jobs will be rendered obsolete by forces like automation, posing the question of how workers who once 

held these jobs can be most effectively redeployed in the economy. As noted in Section I of this brief, prior 

efforts to retrain displaced workers have largely been ineffective, in part because they have treated 

workers as uniform in terms of skills, interests, and abilities. This one-size-fits-all approach may seem 

reasonable when the only information available about a person is their résumé, since many displaced 

workers may look the same on paper, but the reality is that prior work experience is an ineffective 

predictor of future job performance. With the new people science, workers can be evaluated in terms of 

their aptitudes, providing the opportunity to optimize the alignment of trainees with reskilling initiatives. 

Additionally, as new types of jobs emerge, behavioral assessments allow for a more granular evaluation 

of the cognitive, social, and emotional traits that may position a person to perform well in the role.  

III. Theory to Application: Best Practices for Employment Selection 

While Section II of this brief presented the theoretical basis for the new people science, the goal of this 

section is to explain how cognitive science insights can be made actionable in the workplace. Variants of 

the four principles presented here—data integrity, criteria for success, model selection, and auditing—are 

commonly discussed in the ethical AI literature. Particularly in light of the direct implications that hiring 
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decisions may have on job candidates’ lives, careful thought on each of these issues is crucial to ensuring 

that the new people science positively impacts its constituents.   

PRINCIPLE 1: DATA INTEGRITY 

The data science community often discusses data integrity with the adage, “Garbage in, garbage out.” 

Appropriate data is vital to making accurate, reliable judgments about people, and selecting 

inappropriate data can have dramatic consequences. Zip codes, for example, are commonly collected on 

a job application and easily processed by statistical or machine learning models. However, a person’s zip 

code is also a strong predictor of educational attainment and wealth. This makes it a strong proxy for 

socioeconomic status and, due to historical grievances in the United States, a predictor of systemic racial 

bias. In using information like zip codes to predict workforce trends, some relationships with success might 

emerge, but only because of the underlying information about how privileged employees are.  

The two signals of high-quality, predictive data are validity and reliability. Validity refers to how 

effectively a data input actually maps to the outcome of interest; because zip codes are measures of 

wealth rather than ability, they are not valid in the context of hiring. Conversely, measures of job-relevant 

aptitudes, such as focus or emotional intelligence, are far more valid metrics of success. Reliability refers to 

how stable a data input is over time. Descriptions of work history, for example, likely have low reliability, 

since the information provided by a résumé is subject to change depending on a candidate’s judgment. 

Importantly, data must be both reliable and valid to be appropriate for use in employment selection.  

PRINCIPLE 2: CRITERIA FOR SUCCESS 

Success criteria relate to the question, “What does good look like in this situation?” In trying to use data to 

predict job performance, it is necessary to first establish a definition of performance. This tenet may stand 

in contrast to the gut reaction of many data analysts who are often inclined to immediately begin the 

process of looking for interesting patterns, but predefined success criteria are imperative for success. 

Without validating the definition of “good,” an analytics team can find themselves running toward the 

wrong goalpost.  

Consider the problem faced by the talent development group at the hypothetical Acme Corp. This 

analytics team wants to use people science data to select junior software developers who are struggling 

for placement in a special training program. However, the definition of “struggling” might have several 

possible answers, such as “relatively few tickets closed” or “high proportion of downstream tests failed.” 

Upon gathering the data, the team is unsure how to interpret it and what values to benchmark against 

(e.g., are three, four, or five code commits per week considered “struggling?”). The group decides to 

collect the same data from senior developers to provide a standard for comparison; but this is an 

inappropriate strategy, because the two roles entail different responsibilities and allocations of time. If the 
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goal of reviewing the junior developers’ performance data was to identify individuals who could benefit 

from additional training, the talent development team should have started by developing a better 

understanding of the program. For example, they might have identified the skills covered by their training 

course, identified work-related activities linked to those skills, and then compared junior developers to 

other people in their same role to benchmark performance.  

Decisions regarding success criteria can only be made in the context of the analysis goals. Objectives such 

as reducing employee turnover, improving employee satisfaction, and increasing average sales all require 

different conceptions of what “good” looks like. In the absence of thoughtful decisions, inappropriately 

selected success criteria can actually undermine strategic goals. For example, an employer that wants to 

increase sales might change the organization’s compensation structure to reward top sellers; however, this 

could have the effect of reducing employee satisfaction for most workers.  

Proper definition for success criteria is necessary for establishing the criterion validity of a measure or for 

determining how well a measure accomplishes the desired outcome. The field of industrial-organizational 

psychology has codified two gold-standard forms of criterion validity. Concurrent validity is a metric of how 

well the measure correlates with success at the time of measurement. In machine learning, concurrent 

validity is satisfied through a process known as cross-validation, where a model is trained on some 

proportion of the data and tested on a held-out set. Concurrent validity satisfies the question, “Does this 

measure of success work on the data I have now?” As a complement, predictive validity is a metric of how 

well a measure predicts future success. Predictive validity is definitionally identical to concurrent validity, 

except that it is evaluated from model performance over time. Concurrent and predictive criterion-related 

validity are assessed at the model selection stage.  

PRINCIPLE 3: MODEL SELECTION 

Following the identification of appropriate data and a meaningful definition of success, the third principle 

for the new people science relates to the how of mapping these components to one another. While the 

term model might prompt discussions of sophisticated machine learning procedures, it is important to 

emphasize that a model is simply a framework for representing an idea, object, or process. A globe is a 

model of the Earth, a manager’s roadmap is a model of project difficulty, and a stock projection is a 

model of financial success. Regardless of whether a model is identified using a machine learning algorithm 

or a human process, three aspects of the selection process are key to keep in mind: performance, 

explainability, and fairness. 

Performance 

First, a model must be performant, meaning it can be used to make accurate determinations about the real 

world. If a people analytics model is meant to predict which employees have leadership potential, a 
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performant model would be able to separate good managers from bad managers. Performance is most 

often assessed through cross-validation at the time of model building, as a means of establishing concurrent 

validity, but the same measures are used during the monitoring stage of model deployment to evaluate 

predictive validity. The degree of a model’s performance is easily captured in a basic 2x2 table, often 

called a confusion matrix in the machine learning literature. A confusion matrix (see Figure 1) is a type of 

contingency table that represents how well a model performs on classification problems: given a set of 

positively and negatively labeled data, a perfect algorithm would result in only true positives (TP) and 

true negatives (TN), while any classification errors would be indicated by false positives (FP) or false 

negatives (FN). This is similar to how one could understand the efficacy of, say, a test for COVID-19, where 

high rates of false positives and false negatives suggest a low-quality test. 

Figure 1: The Confusion Matrix for Machine Learning Classification 

 

A model might be optimized for different performance metrics depending on the success criteria of the 

model. Here, we review three common, intuitive performance metrics. 

● Accuracy is a fairly intuitive metric for a model’s performance, representing the sum of True 

Positives and True Negatives over the total number of cases ([TP+TN]/N). In many cases when 

dealing with noisy data (as is often the case with human behavior), accuracy even as low as 60% 

could be considered acceptable, especially if the alternative is effectively chance.  

● Precision is the sum of True Positives over the number of total positive guesses (TP/[TP+FP]). 

Precision is an appropriate metric for a model that is meant to predict an individual’s likelihood of 

defaulting on a loan, since the success criteria is for the company to minimize losses on bad 

investments. Stated another way, the model should avoid False Positives (giving loans to clients that 

default on loans), but is less concerned with False Negatives (not giving loans to people who would 

have paid in full over time).  

● Recall is the ratio of True Positives over all true examples (TP/[TP+FN]). As one example of its 

relevance, if a model is meant to identify at-risk youth for a drug intervention program, the cost of 

selecting a teenager with low risk of drug use (False Positives) to participate is relatively low. In 
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contrast, the cost of failing to select someone who is high risk (False Negatives) is very high. In this 

case, optimizing for recall would be important. 

It should be noted that these three metrics, while related, often come at a tradeoff. As precision rises, 

recall often suffers. Accuracy may improve due to large True Negative rates, even as recall and precision 

drop. Defining performance metrics upfront will save much frustration at the time of analysis. 

Explainability 

Second, the selection process should yield a model that is explainable, meaning those who use it are able 

to understand why one conclusion was reached over another. Consider a model that is meant to predict 

academic achievement in college from a variety of metrics collected from high school students. Of course, a 

guidance counselor who sees that a student has low odds of success will want to know why the model made 

that choice and what can be done to improve their prospects. In short, a useful model is an actionable 

model. 

Model explanations are also important to establish enough trust with users that they are willing to act on 

the recommendations produced. Users are especially likely to distrust models that cannot explain their 

conclusions when those conclusions contradict human instincts. Consider what might happen if a retention 

model indicates that a given employee is highly likely to leave their employer. The employee’s manager 

might find it difficult to take this prediction seriously in the absence of an explanation because that 

employee has a long track record of being hardworking, likable, and consistent. A clear explanation could 

help the employer understand if the problem lies in the algorithm (e.g., homogeneous training data failed 

to capture this type of employee) or in the manager’s biased perceptions. 

Notably, the issue of model explainability has become more prominent with the increased use of black-box 

models, which often interpret data using complex, nonlinear structures that cannot be made interpretable 

for a human. However, even black-box algorithms can and should be explained to a limited degree. 

Fairness 

Finally, the model selection process must account for fairness. In truth, fairness is the desired outcome of a 

model that is both accurate and explainable. While the great promise of machine learning is to automate 

human decision-making to drive efficiency, precision, and objectivity, the reality is that models are not 

infallible. Algorithms are trained using data collected in the real world; therefore, if not carefully 

considered, systemic biases in society can be replicated in scaled technology. Well-known examples 

include high-profile cases like Amazon’s discarded “sexist” résumé screening program and Google’s hate 

speech classification algorithm that contained bias against Black vernacular English. Because of these 

incidents, public concern regarding the issue of biased AI has increased in recent years.  
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Another way to think about the parameter of fairness for a model is in terms of its generalizability, or the 

extent to which it can be applied to all people and all contexts where it will be implemented. In a 2017 

review, Sendhil Mullainathan and Ziad Obermeyer argue that the prevalence of machine learning models 

without attention to the systemic biases they may contain is a moral hazard. They further offer that a 

model that appears accurate when using biased performance metrics may, in fact, exacerbate societal 

problems. Take the example of a model that predicts healthcare outcomes based on mostly biographical 

datasets, with items like marriage status, weight, insurance claims, and recent bloodwork. The model is 

statistically more accurate than medical professionals at predicting health outcomes of 1,000 participants 

in a clinical trial. Now, consider again the datapoint of insurance claims. Due to systemic bias, participants 

from privilege are more likely to have better insurance, which in turn means that they are more likely to 

use that insurance for frequent medical checks, and in turn have better health outcomes. Conversely, 

someone without that privilege, with poorer insurance and less income, will likely have fewer health checks 

due to the expense and therefore is likely in worse health. A model trained and tested only on white men 

between the ages of 35 and 60 may appear accurate, but may prove to be much less performant when 

applied to a diverse dataset.  

Issues of fairness in human and algorithmic usage of data is an incredibly heated topic at present. 

Fundamental questions remain unresolved in the academic and policymaking community, including: “What 

constitutes bias?” and “How is bias ethically resolved?” These challenging debates are further complicated 

by the broad range of legal definition of fairness across sectors and geographies; for example, in the 

United States, standards are inconsistent among employment, real estate, and financial services. 

Governmental and nongovernmental organizations around the world are also developing their own 

standards. The exact standards for success in each category depend on the type of model, its use case, 

and the existing benchmarks of success. A model with 90% accuracy may seem like a high standard, but in 

the domain of handwriting recognition it is remarkably poor. Likewise, a model that is 20% less accurate 

at evaluating women than men may seem inequitable; but in the realm of workplace performance 

evaluation, human evaluators may be far worse offenders. Biased algorithms ultimately derive from 

biased humans; it is inevitably easier to fix the algorithms than the people.  

It is beyond the scope of this brief to adjudicate the countless proposals for analytical definitions of 

fairness that have emerged in academic discourse. In the context of people science, the relevant definition 

is group-level statistical parity. While alternatives such as “fairness by blindness” and “counterfactual 

individual fairness” might be compelling on epistemological grounds, they are not appropriate in the 

context of employment selection for three key reasons. First, the primary pro-social benefit of AI for hiring 

is to mitigate human bias as a means of improving workforce diversity; the only way to ensure this goal is 

by actively optimizing models to overcome the demographic trends of the status quo. Second, the simple 

omission of demographic information in training data cannot actually guarantee a “race-blind” or 
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“gender-blind” process, since proxies for these variables are extremely common in employment data. 

Third, and perhaps most importantly, employment tools are currently regulated by a definition of group-

level fairness that compares the selection rates of different demographic groups; in this view, “fairness” is 

synonymous with a lack of disparate impact against a protected class. As it is certainly not the intention of 

this brief to contest the wisdom of Title VII of the Civil Rights Act of 1964, our assumption is that talent 

selection systems should be built in accordance with the law.   

A model is ready for production if it passes these three broad standards of performance, explainability, 

and fairness. The final judgment for using people analytics for any model, be it an advanced neural 

network model or the mental model of a regional manager, ultimately depends on the context in which it is 

used. 

PRINCIPLE 4: AUDITING 

Upon building an accurate, explainable, and fair model, the final tenet of the new people science is 

auditing. Auditing is how responsible practitioners of people science ensure that well-designed systems are 

living up to their true promise. In this way, development teams should not view it as a “nice to have” for the 

model building process, but as the only way to establish confidence in the decisions generated by machine 

learning.  

As an example of how auditing might work, consider a people analytics model that looks for indicators of 

illegal financial activity in employee emails. The training data for this model is a large repository of old 

emails, collected from previous employees convicted of wrongdoing. The development team’s relevant 

success criterion is fairly straightforward: The model should be able to detect fraud in the future. To 

quantify this criterion, they decide to optimize the system to reduce false negatives, since the cost of failing 

to catch a suspicious email is higher than the costs of needing to manually review an extra email that ends 

up showing no wrongdoing. Per the tenets described earlier in this section, the model they build appears 

accurate, explainable, and fair. 

The auditing process begins with the monitoring stage, where an analyst will track the usage of the model 

over time. The first few cases will be investigated by hand to see if the model is picking up on an anomaly 

in email traffic, such as an uptick in conversations about a company called Fraud Inc. driven by a public 

scandal. In addition to looking for such false alarms, this part of auditing should entail simple and 

intelligible metrics, such as the proportion of alerts raised, the departments those alerts came from, and the 

specific email addresses that raised suspicion. 

There is no one-size-fits-all approach to what analysts should look for in monitoring. In this example, the 

team may come to understand typical versus atypical patterns, such as alerts frequently being raised by 

employees in IT Security, due to the language they commonly use in emails. One best practice for 
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monitoring also involves examining the demographic backgrounds of people flagged by the model across 

dimensions like race, gender, culture, or national origin, to determine whether any proxy variables are 

resulting in disparate treatment against a given group. Initial insights formulated during the monitoring 

process may prove useful in establishing the scope of a formal audit. 

If no obvious red flags appear, monitoring should nevertheless proceed for a set time before conducting 

an actual audit. Audits provide feedback on the performance and fairness of a system in the real world. 

Well-known examples include explorations that revealed inequities in Uber’s opaque surge-pricing 

algorithms and leaks of personal information in Facebook’s ad recommendations. Because statistical tests 

are used to conduct such assessments, audits can only happen when a reasonably large amount of data is 

collected, otherwise the process can be undermined by sampling bias. Audits should also not be conducted 

too frequently in order to avoid an issue known as the problem of multiple comparisons. This dilemma 

refers to a fairly intuitive situation: If a test to look for an issue is performed enough times, the test will 

eventually come up positive at least one time due simply to chance. By overcorrecting for a chance result, 

people science teams can unnecessarily reduce the performance of a useful model. 

If a model is found to be behaving unsatisfactorily after the period monitoring and auditing, the 

development team must undertake remediation. The definition of remediation also changes across context, 

but in general the model designers should take the data that has thus far been collected into account when 

constructing a new model. Strong model explanations can greatly improve remediation efforts. For 

example, if the system is falsely flagging women more often than men, analysts might explore the 

keywords that women use more often than men and de-weight these terms to reduce the number of false 

alarms. Notably, this process only works as described with explainable models. Black-box models can also 

be audited using penalty parameters; while no one will know exactly why the model misbehaved, it can 

still be subjected to repeated testing and monitoring. 

SOME COMMENTS ON TRAINING DATA 

People science models that are built with careful consideration of data integrity, criteria for success, model 

selection, and auditing are very likely to positively affect any talent process. Given the degree of public 

anxiety over poorly designed machine learning models in recent years, it is also worth commenting on one 

issue that has preoccupied many people thinking about the ethical implications of AI for hiring: the 

inevitable imperfection of a training dataset.  

Concerns regarding training data stem from a key tenet of employment science: In order to select job 

candidates who will be successful in the future, it is necessary to look to previous candidates who 

performed well in the role. However, because those previous candidates were selected and evaluated 

through biased processes (e.g., using data or procedures that disproportionately benefit white men), it is 
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impossible to know whether they would have still been identified as top performers if the process had 

been fair. It could be the case, for example, that many women of color would have outperformed their 

peers if they had been assessed in an objective manner, but the status quo excludes them from the training 

dataset, suggesting that the model may fail to identify similar high-potential candidates when deployed. In 

other words, the ground truth of which people are truly the best employees is not perfectly known.  

Unrepresentative training data can certainly be a problem for effective employment selection models; but 

for employers who are genuinely invested in disrupting traditional hiring processes, this issue can be 

mitigated in a few ways.  

First, in identifying the set of incumbent candidates to train a model, organizations should be cognizant of 

the bias that may exist in their internal performance evaluation systems. Research has shown that subjective 

supervisor ratings are easily affected by managers’ cognitive biases, making them very poor measures of 

real success. As such, instead of simply opting to build a model on the incumbents an employer believes are 

effective, an organization should closely examine available “hard” metrics, such as revenue for a sales 

role. While an employer’s internal procedures may fail to recognize a strong performer because of 

cultural or other biases, such a strategy ensures that the training dataset will still capture their unique 

competencies.  

Second, as mentioned in Section II of this brief, advances in cognitive and behavioral science have 

dramatically expanded the types of information that can be easily collected about a person. While 

traditional hiring criteria like prestigious degrees and standardized test scores are strongly correlated with 

demographic identity, many cognitive science measures that relate to job performance—personality traits, 

decision-making styles, etc.—are not biased along gender or racial lines. Accordingly, even if incumbent 

employees are homogeneous in terms of race or ethnicity, a model trained to look for certain cognitive 

science measures among candidates will identify strong fits across all demographic groups.  

Of course, both of these training data strategies must be underpinned by a model selection and auditing 

process that prioritizes fairness in order for the new people science to truly achieve its potential.  

IV. Case Study: Using the New People Science to Assess Candidate Fit to 

High-Growth Jobs 

To demonstrate the nature of the insights that can be produced by adhering to the tenets identified in 

Section III of this brief, this section serves as a case study on one organization that is practicing the new 

people science. The data presented here comes from a New York-based startup called pymetrics, which 

has been developing job models since 2016. Four of this brief’s authors, are affiliated with pymetrics, 

which permits us to use the company’s data and examples for this case study. These models are built on 
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behavioral assessment data from top-performing incumbents in a particular role. They are then used to 

evaluate candidates (who take the same behavioral assessment) in terms of their fit to various roles. This 

process of assessment notably does not rely on data inputs like education, hard skills, or work experience.  

The pymetrics models are designed with a particular part of the hiring pipeline in mind. After receiving 

applications, employers need a means of efficiently deciding which candidates should receive further 

consideration (e.g., first-round interviews, timed work sample submissions, etc.). As discussed in Section I of 

this brief, traditional filtering processes often involve scanning résumés (either manually or automatically) 

and sorting them into “yes” and “no” piles, having candidates complete an IQ or personality test, and 

removing everyone who does not meet a particular cutoff score or profile, or electing to only seriously 

review résumés from particular universities. One implication of such practices is that much of the diversity in 

a hiring pool is eliminated, without any specific consideration for the particular needs of the role. The 

pymetrics assessment serves as an alternative to this “filtering” part of the hiring process; once candidates 

complete the platform’s assessment, a custom job model will be used to recommend a subset of people for 

further consideration based on their fit to the job. Crucially, the suggestion of model recommendations is 

not that other candidates cannot succeed in a role. Rather, in cases of high-volume hiring, narrowing the 

candidate pool is an operational necessity for employers; the goal is simply to provide them with a means 

of filtering that is fair and effective.   

At a high level, pymetrics produces two types of job models: industry-level and employer-specific. 

Regarding industry-level models, one common use case is an organization seeking to hire for a role they 

have never had before, such as a new digital marketing analyst position. To help the employer evaluate 

candidates, a general digital marketing analyst model can be built by using training data from individuals 

in very similar roles, aggregated across different employers6. For employer-specific models, the goal is 

generally to assess a large number of applicants for a particular role in terms of their fit—for example, 

sorting candidates into high-fit versus low-fit categories to determine whom to interview. In this case, the 

training data comes from top-performing individuals who are currently in the target role at the relevant 

organization.  

The first part of this case study (Section IV) will focus on industry-level models, demonstrating how the new 

people science can be deployed to develop success profiles for five rapidly growing roles: data science, 

systems engineering, front-end engineering, digital marketing, and software development (summarized in 

Table 2). The primary question answered by these models is at the group level, such as an employer who 

has just started engaging with a new technology and is in need of an effective way of dividing an 

extremely large applicant pool into high-fits and low-fits for the associated role. The second part of this 

case study (Section V) will shift attention to the employer-specific models, which have greater utility in the 

context of optimizing role transitions for displaced workers. 
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To frame the discussion of the industry-level models, this section will use the four tenets presented in Section 

III of this brief: data integrity, success criteria, model selection, and auditing.  

Table 2: Target Jobs for Industry-Level Models 
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DATA INTEGRITY 

The datasets collected by the platform are objective measures of real-time behavior, measured via 

gamified assessments. These assessments—commonly described as “tasks” or “games”—are based on 

decades of behavioral science and psychological research, which have been adapted into a single 

battery. As per the gold standard, the exercises used are all derived from the cognitive science, 

behavioral science, and behavioral economics literature and are therefore substantiated by decades of 

scientific research on measurement and construct validity. These measures have also been linked to more 

traditional personality measures, such as the Big 5 and employment outcomes in previous peer-reviewed 

studies. For instance, high scores on the Balloon Analogue Risk Task (BART)—one measure used by 

pymetrics to assess the propensity for risk-taking—have been found to be significantly associated with 

effective workplace maverickism, the tendency to engage in bold, creative, and often disruptive behaviors 

that deviate from the status quo but which are ultimately beneficial to an organization. Each game 

measures a targeted construct in social, emotional, or cognitive realms, as described in the two examples 

below. Data is collected over multiple games, each with multiple trials, to improve the reliability of the 

data above a single measurement.  

It is beyond the scope of this brief to summarize all of the constructs measured by this platform. Rather, the 

goal is to demonstrate the type of data collected by a couple of the assessments, and how this data can 

then facilitate the employment selection process.  

Example Behavioral Assay 1 – Flanker task:  

First, consider the flanker task. The flanker task is used to measure attentional control, response inhibition, 

and cognitive inhibition. In the tasking-switching flanker task, participants are presented with stimuli 

consisting of a central stimulus and flanking stimuli—sets of five arrows (e.g. <<><< or <<<<<). Players 

are asked to press a button that corresponds with the middle arrow when shaded blue and to respond 

similarly to the outside arrows when shaded red. Crucially, the rules for responding to the stimuli change, 

requiring participants to task-switch if the rule for one trial differs from the next. The flanker task is a 

common and reliable measure of executive attention, the ability to shift attention depending on context, 

and has been demonstrated to be a stronger predictor of supervisor performance ratings than tests of 

general mental ability.  

Each play through the flanker task produces hundreds of raw datapoints. The raw data is converted to 

scientifically interesting features that can be used for building a predictive model. It is important to 

emphasize that particular features are never interpreted as universally “good” or “bad”—rather, they are 

simply reflective of fit. Even in the case of executive attention, which many would view as a positive trait, 

there is no good or bad connotation with direction. For example, data science requires uninterrupted work, 

and it would make sense for top performers to perform better on successive trials and to be slowed by 
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distractions. Conversely, salespeople often deal with rapid changes in conversation or workflow, and may 

perform relatively better when distracted rather than focusing on a single task. Depending on the results of 

the machine learning analysis, features will vary in terms of their weighting across models. In other words, 

reaction time (whether fast or slow) might be an important variable for assessing someone’s potential as a 

data scientist, but irrelevant for assessing their potential as a systems engineer.  

Of course, it would be impossible for a human being to manually interpret trends in the highly granular 

data collected by an assessment like the flanker task, highlighting the importance of machine learning to 

the new people science. For the sake of illustration, a histogram of incumbents’ scores on a single feature is 

shown in Figure 2. This feature broadly measures how users respond when they have successive correct 

trials (e.g., the user gets “in a flow”). 

Figure 2: Data Collected from a Single Feature of a Single Behavioral Assay 

 

Notably, it is not possible to draw any definite conclusions from the distributions shown above, because 

even if a feature trend seems obvious across incumbents in a given role, features are assigned weights 
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during the machine learning process. Once features have been weighted with the assistance of machine 

learning, however, it is possible to get a better sense of which features are associated with success across 

the various models. This information is captured by values called feature importances, communicating both 

the directionality and weight associated with an incumbent success profile.  

Example Behavioral Assay 2 – Dictator task:  

Another assessment, known as the Dictator Game (Forsythe et al., 1994), is used to measure altruism. In the 

Dictator Game, participants are matched with an anonymous partner, and both receive a sum of money.7 

Throughout the game, participants are allowed to share money with their partner, and eventually take 

money from them. The game measures altruism when allocating finite resources, which may notably be a 

useful trait in some jobs (e.g., caretaking) and a less useful trait in others (e.g., financial planning). Altruism 

can be assessed through a number of features in the game, most intuitively by the amount of money 

transferred by the participant to the partner. Since its conception, more than 100 experiments have been 

published using the Dictator Game as a measure for altruism. In peer-reviewed literature, the Dictator 

Game has been related to real-world generosity, as well as real-world shrewdness. Likewise, it has been 

measured as a predictor of leadership and team performance.  

CRITERIA FOR SUCCESS 

The success criterion for this model is the ability to select applicants from an applicant pool who are 

successful in the target role. Success may be defined as increased job satisfaction, productivity, or tenure in 

the role. Clients identify high-performing employees through the use of a job analysis tool that evaluates 

the objective skills and abilities required for agreed-upon success criteria. This tool is derived from O*NET 

(The Occupational Information Network), the U.S. Department of Labor’s definitive ontology of 

occupational requirements. The skills and abilities identified in the job analysis tool are then reviewed for 

confirmation of a link with the behavioral traits measured by the exercises. This evaluation is used to select 

the top-performing employees who will be used as a benchmark for success.   

After the selection process of high-performing individuals is complete, those individuals are asked to go 

through the assessment battery. Cross-validated models then allow for the identification of cognitive, 

social, and emotional features that are unique to high-performing individuals in those roles. In addition to 

this data-driven methodology of identifying success profiles, a concurrent job analysis also is conducted.  

While the pymetrics approach is primarily data-driven, job analysis is utilized to ensure the success of data 

science methods and to guarantee that the final model is explainable and defensible. pymetrics utilizes a 

multi-method approach to job analysis for each engagement involving job description review; stakeholder 

and subject matter expert (SMEs) interviews to understand critical successful behaviors; and a structured, 

survey-based approach to understand the actual knowledge, skills, abilities, and other skills (KSAOs) and 
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work activities identified as relevant by incumbents. Job analysis results are used to: (1) ensure that the 

successful job incumbents identified by each client for model-building belong together as a collection of 

employees doing similar work; (2) understand the relationship between behavioral measures and 

categories that emerge as predictive of performance in our models and the actual KSAOs and work 

activities identified as relevant for the position; (3) document local content validity of pymetrics’ success 

models for legal defensibility; and (4) provide additional insights to clients about the relevant jobs within 

their organizations, including how they are both similar to and different from one another.  

MODEL SELECTION 

The model building process stems directly from the success criteria. Traditional machine learning follows a 

set of data labeled to be yes or no, (i.e., good hire vs. bad hire). The criteria for success, however, is not to 

differentiate good and bad employees, but rather to select a potential good employee from a pool of 

applicants. There happens to be a field of machine learning dedicated to this problem, known as semi-

supervised learning, where data from a few known positive examples is used to identify patterns with 

exponentially more unknown examples (e.g., the general population). If the model building process were 

to have ignored the success criteria and used a more traditional machine learning approach, potentially 

the wrong behavioral traits could be selected and applied, leading to worse outcomes. All models are 

optimized for performance to minimize false negatives (incorrectly rejecting a strong candidate). Models 

are also optimized to maximize fairness using their open-source software package, audit-AI. All models 

have an explanatory layer that is used to provide feedback to the data scientists building the models, to 

the recruiters using the models, and to the applicants who are scored against the models.  

Performance 

Model performance is evaluated using criterion-related concurrent validity, known as cross-validation in the 

machine learning community. Models are trained on 80% of the data and tested on a held out 20%. The 

data is shuffled and the process is repeated so that every datapoint is held out exactly once. The average 

performance on this data yields an estimate of the model’s behavior. The model’s success criterion is the 

selection of a quality candidate from the applicant pool, where the cost of a false negative (rejecting a 

good candidate) is much higher than the cost of a false positive (interviewing a poor candidate). As such, 

models are optimized for recall (selection rate of current employees during cross-validation), but also 

overall accuracy. The average recall of the five models discussed here is 81.4%, and the average 

accuracy is 70.4%. Model sample size across the five models was n=57,858.  

Explainability: Factor analysis method 

When dealing with numerous data sources—for instance, when pooling individuals’ results on multiple 

games which each collect many features—a common approach to interpretation involves identifying 
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higher-level factors that describe the data in more interpretable terms. Measures from across assessments 

can be combined through a process known as Confirmatory Factor Analysis (CFA). CFA uses a data-driven 

component to group features into factors, each of which consists of multiple related measurements. These 

factors provide more meaningful interpretations of results that can reliably measure higher-order constructs 

(e.g., decision-making), while maintaining explainability. CFA is confirmed and named by experts in 

cognitive and personality sciences, who verify the integrity of the data’s interrelations and ensure factors 

are correctly interpreted. 

The nine factors produced by the CFA process are provided in Table 3. Factor scores capture where an 

individual falls on the spectrum of a given construct; for example, for Altruism, the spectrum is frugal to 

generous. As is the case with more granular features, a given score cannot be interpreted as universally 

good or bad; while being generous might be useful for a home health worker, being frugal is likely more 

appropriate for managing a tight budget. Also, in line with features, factors vary in terms of their 

weighting in a given model; while Altruism might be a very significant part of the home health worker 

model, it could be irrelevant in gauging someone’s fit for being a copy editor. Factor importances for the 

five high-growth roles described above can be found in Figures 3 through 7. 
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Table 3: Descriptions and Spectrum Ends of Pymetrics’ Factors 

 



33 

Figure 3: Factor Importances for Systems Engineering Role 

 

Figure 4: Factor Importances for Digital Marketing Role 
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Figure 5: Factor Importances for Data Science Role 

 

Figure 6: Factor Importances for Software Development Role 

 

 



35 

Figure 7: Factor Importances for Front-End Engineering Role 

 

Fairness 

All models are tested for fairness prior to deployment. This is done by testing a representative sample of 

the population against the model, and comparing the relative pass rates of both gender and racial 

groups. As these models are used for employment selection, the regulations for fairness fall under the 

auspices of the U.S. Equal Employment Opportunity Commission (EEOC), which defines fairness using 

the Four-Fifths Rule. This states that the lowest passing group must be recommended by the model at no 

less than four-fifths (80%) of the highest passing group. As shown in Table 4, all models meet this threshold, 

with an average pre-deployment estimated bias ratio of 84.1%. 
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Table 4: Model Fairness – Pass Rates by Gender and Ethnicity 

 

AUDITING 

Lastly, the platform uses a strong monitoring and auditing framework. Models are monitored through a 

series of dashboards, and audits are conducted every 6 to 12 months by an internal but independent 

audit team. Due to the transparency of the model selected, models can then be refreshed to improve 

performance and fairness using the data collected during the monitoring phase. 

SOME COMMENTS ON MODEL IMPLEMENTATION 

The above discussion focused on the use of job models to evaluate candidates for fit to roles. Here, it is 

worth reiterating that pymetrics’ models: (1) do not suggest that a candidate cannot succeed in a job, and 

(2) are not meant to replace the entirety of the hiring process.  

On the former point, it is useful to think of filtering job candidates as an inevitability for large employers. 

The simple reality is that an organization engaged in hiring needs to have a system for deciding which 

applications to prioritize, but they may either use a fair or an unfair procedure for doing so. The new 

people science facilitates alternative ways of gauging which candidates are most likely to perform well in 

a job. Moreover, the new people science’s attention to fit disrupts the longstanding practice of the same 
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types of people repeatedly being deemed the “safe bets” for employers, thereby increasing the diversity 

of the workforce.  

On the latter point, it is important to note that hiring procedures are virtually always multi-staged. A job 

model, whether built on new or old understandings of employment science, only functions in one part of the 

process. In the case of pymetrics, as previously mentioned, the models do not evaluate applicants on the 

basis of educational or technical criteria. One reason for this: The extent to which formal qualifications are 

actually relevant for job performance varies widely across industries and roles. A law firm, for example, 

would obviously need to restrict its candidate pipeline to those with a Juris Doctor (JD) degree before 

using a pymetrics model to assess for fit. In other cases, however, arbitrary degree or skills qualifications 

are applied to job postings, simply in an effort to decrease the volume of applications. In these instances, 

the use of an alternative sorting mechanism can lead employers to think more carefully about whether 

additional filters are truly necessary. Where they are not, removing them can be an additional source of 

increasing workforce diversity.  

V. Case Study: Using New People Science Job Models in the Context of 

Workforce Redeployment 

While the previous section focused on how industry-level models can help sort large groups of applicants 

on the basis of fit, this section shifts to a discussion of employer-specific models. Specifically, these 

employer-specific models demonstrate how cognitive, social, and emotional traits can support the 

redeployment of at-risk or displaced workers, whether caused by automation, globalization, or 

unprecedented public health events. Here, we particularly focus on the issue of workforce transitions as 

experienced by some industries in the face of COVID-19.  

CONTEXT 

It would be difficult to understate the degree of social and economic disruption caused by COVID-19. 

While the full extent of its impacts remain to be seen, tens of millions of workers around the world have 

been displaced by a combination of demand for certain services evaporating overnight and businesses 

accelerating investments in automation as they struggle to find a new normal. Policymakers around the 

world are faced with unprecedented questions in the face of this “Reallocation Shock.” In the short term, 

governments are responding with unemployment insurance payments in the United States and subsidized 

wages in Europe. In the long term, however, plans are less clear. As economist and former Governor of the 

Bank of England Mark Carney writes, “How many once-viable companies will be permanently impaired? 

And how many people will lose their job and their attachment to the labour force? The answers to these 
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questions...will be the true measures of the effectiveness of the responses of governments, companies, and 

banks.” 

Of course, employment and unemployment are not issues that can be understood by examining a society’s 

top-level numbers. In times of economic crisis, it is well established that certain population segments 

experience disproportionate hardship. While the 2001 recession saw white unemployment increase from 

3.5% to 5.2%; Black unemployment went from 7.6% to 10.8%. Less than a decade later, the Great 

Recession saw the median net worth of Black households in the United States drop over three times more 

(53% decrease) than for white households (17% decrease). Today, in the face of COVID-19, the trend 

persists, with the Department of Labor reporting that the Black unemployment rate went from 5.8% in 

February to 16.8% by June.  

Black workers are not the only demographic group that has been sharply affected by the recent crisis; for 

example, Adams-Prassl et al. (2020) find that women and those without college degrees are also more 

likely to experience job losses. However, the comparison of racial groups’ experiences has become 

particularly salient in the United States in recent months. In testimony before the U.S. House of 

Representatives, Human Rights Watch stated that “all levels of government in the U.S. are failing to protect 

Black and Brown people’s basic rights, in ways that exacerbate their vulnerability to COVID-19.” Against 

the backdrop of Black people in the United States dying at disproportionate rates due to the pandemic, 

high-profile displays of police violence have further underscored the realities of marginalization and 

discrimination across the country, fomenting unprecedented support for the Black Lives Matter movement. 

As a special report from Scientific American summarizes, “What began as a call to action in response to 

police violence and anti-Black racism in the U.S. is now a global initiative to confront racial inequities in 

society, including environmental injustice, bias in academia, and the public health threat of racism.” 

And so, perhaps now more than ever, employers, workers, and society are in need of solutions to overcome 

disparities in how opportunities and resources are allocated. While inequality in the labor market is 

certainly not a new problem, recent circumstances have led to an outpouring of corporate statements and 

initiatives aimed at mitigating it. As we argue in this brief, however, traditional people science is 

suboptimal for goals like diversity and inclusion, meaning it cannot provide the necessary foundation for 

these employers to support meaningful progress. The new people science, on the other hand, is well suited 

to rise to the occasion of the present moment. 

CURRENT DISCOURSE ON REDEPLOYMENT 

It is beyond the scope of this brief to grapple with all the questions facing today’s employers and workers. 

However, a variant of the job models discussed in Section IV can help answer an important question: How 

can workers affected by COVID-19 be redeployed in an efficient and equitable manner? Before 
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presenting this use case, it is worth describing current discourse surrounding the issue in two parts: first, how 

workers can be reskilled; and second, how employers should approach evaluating workers for jobs. 

The notion that large parts of the workforce will need to be reskilled, retrained, or upskilled in the 

aftermath of COVID-19 is fairly intuitive in light of the rapid growth seen in industries like healthcare and 

logistics, but it has not necessarily been a focus of policymakers in recent months. As Enders et al. note, 

“Many governments have focused on providing special unemployment benefits to laid-off workers. 

However, few programs have tried to train and entice workers to switch over to understaffed sectors of 

the economy.” This lack of attention to retraining may perhaps be reflective of the fact that public sector 

programs have been relatively ineffective in the past, as described in Section IV of this brief. At the U.S. 

federal level, the primary response to the question of redeploying displaced workers has been White 

House support for an ad campaign called “Find Something New,” which directs the unemployed to a 

website with links to job search and training resources. Launched by the Ad Council in July, the campaign 

has received funding from organizations such as the Department of Commerce, Apple, and IBM, though it 

was sharply criticized on social media for being “tone deaf” and “inadequate.” At the state and local 

levels, a variety of technology companies and academic institutions have partnered with agencies serving 

the unemployed to dramatically increase access to online learning solutions.  

On the note of how employers who are hiring should actually go about identifying and evaluating 

candidates in the post–COVID-19 era, concerted solutions are fairly rare. Some thought leaders have 

articulated the need to shift away from traditional credentials; in one statement regarding the Find 

Something New campaign, IBM Executive Chairperson Ginni Rometty reiterated her belief that “new 

collar” careers (jobs in a high-tech economy that do not require a four-year degree) are a crucial 

pathway to social mobility during times of economic transition. The Trump administration conveyed a similar 

sentiment in a June 26, 2020 Executive Order on government hiring practices, directing agencies to move 

away from degree requirements and toward “skills- and competency-based hiring” that “will hold the civil 

service to a higher standard.” With respect to identifying more diverse candidates, many employers have 

also made broad claims about intentions to increase workforce diversity, and some concrete steps are 

being taken. Blackstone, for example, announced intentions to conduct on-campus recruiting at historically 

Black and women’s colleges. PepsiCo similarly set a target to increase the number of Black people in 

managerial positions at the company by 30% by 2025, in addition to mandating company-wide anti-bias 

training. 

To summarize the current state of workforce transitions today, displaced workers may have ample access 

to e-learning materials that could position them to acquire new types of roles, but minimal personalized 

guidance on how to navigate the myriad of options. Employers are invested in the notion of showing real 

gains on diversity and inclusion efforts, and while discourse suggests that they are open to abandoning 

conventional hiring strategies, technological solutions for doing so are not yet part of the picture. If 
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properly deployed, the new people science has the potential to address both of these shortcomings 

simultaneously.  

AN EXPLORATION: MATCHING DISPLACED WORKERS TO HIGH-DEMAND ROLES BASED ON SOFT SKILLS 

Background/Data 

The following evidence again comes from pymetrics’ models, this time built for specific employers who have 

experienced job losses. The goal is to demonstrate the relationship between a model that once evaluated 

candidates for an at-risk or declining job, such as an airline pilot, and models that evaluate fit to growing 

jobs. This could either be in a context like internal mobility (e.g., an airline company wants to retrain 

affected workers for a different role within the company) or off-boarding guidance for laid-off 

employees.  

Two analyses demonstrate how the redirecting of workers across roles, using their underlying cognitive, 

social, and emotional traits, can work in practice. Specifically, three employers (airline, retail, and 

hospitality industries) who previously used pymetrics’ models to evaluate candidates for three different 

roles (pilot, retail salesperson, and front desk staff positions) wanted to understand the redeployment 

prospects for their incumbents who now faced job losses due to COVID-19. The aviation industry employer 

was interested in pilots’ alignment with four engineering roles, and the hospitality and retail employers 

were both interested in alignment with one digital marketing role. Typically, such an exercise would likely 

only incorporate a comparison of hard skills between the roles. However, this situation provided an 

opportunity to evaluate the additional insights provided by a fit-based analysis using soft skills. 

Soft-skills comparison methodology 

To conduct this evaluation, we took the three client-specific job models that were once used to evaluate 

candidates for the now-declining roles and identified the key cognitive, emotional, and social soft-skills 

associated with success in each position. We then mapped this information to the industry-level models 

presented in Section IV, which are used to evaluate fit to five high-growth roles. With this comparison, we 

determined the proportion of employees in now-declining jobs whose soft skills matched the soft skills 

associated with the high-growth jobs.  

Hard-skills comparison methodology 

In addition to the soft-skills comparison, we conducted a similar analysis on hard-skills gaps. This was done 

using data from a people analytics vendor called Burning Glass Technologies. The Boston-based company 

tracks millions of job listings across thousands of job boards and corporate websites to analyze the skills 

described in job descriptions for various occupations. Burning Glass is one of many indices that align jobs 
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with skills, but they are particularly involved in research on how the skills gap is disrupting modern job 

markets. Burning Glass’s repository was used to obtain data on the top 50 skills that are most prevalent in 

each of the shrinking and growing roles (see Table 2), indexed by O*NET code.  

We report the results for these investigations as two studies: the pilot vs. engineering comparisons (Study 1) 

and the front desk staff vs. digital marketing and retail sales vs. digital marketing comparisons (Study 2). 

Results – Study 1: Airline client and engineering roles 

Table 5 summarizes aggregate soft-skills and hard-skills overlap between airline pilots with the four 

engineering roles presented in Section IV: data science, front-end engineering, software development, and 

systems engineering. These results can be interpreted as the proportion of pilots that show a good fit to 

these engineering roles. While the hard-skills analysis alone would indicate that a fairly small percentage 

of pilots are well suited for any of the high-growth roles (average = 11%), the soft-skills analysis is much 

more optimistic about their prospects (average fit = 39%).  

Table 5: Soft- and Hard-Skills Overlap between Pilot and Engineering Roles 

 

To better understand the nature of the respective hard- and soft-skills gaps, we compared each in Table 6 

and Table 7. As shown in Table 6, pilots will inevitably require instruction to become proficient in Java, 

SQL, and Operating Systems if they are interested in pursuing one of these high-growth opportunities. 

However, for those whose underlying aptitudes suggest strong potential to thrive in a new industry, such a 

training investment may very well be worthwhile. As Table 7 suggests, the trait of instinctive decision-

making is important for pilots, front-end engineers, and software developers alike.  
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Table 6: Hard-Skills Overlap between Pilot and Engineering Roles 
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Table 7: Soft-Skills Comparison between Pilot Role and Engineering Roles  

 

Results – Study 2: Digital marketing, front desk staff, and retail salespeople 

Table 8 summarizes aggregate soft-skills and hard-skills overlap between front desk staff and digital 

marketing personnel, as well as retail salespeople and digital marketing personnel. While the disparity 

between soft-skills fit and hard-skills fit is smaller than in Study 1, it is notable that soft-skills fit is still 

higher for both of the shrinking roles. For example, nearly 1 in 3 retail salespeople demonstrate a soft-

skills alignment with the digital marketing position, though only 1 in 6 are a hard-skills fit.  
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Table 8: Soft- and Hard-Skills Overlap  

 

As with Study 1, we also took a more granular look at the hard-skills (see Table 9) and soft-skills (see 

Table 10) overlap and gaps between hotel front desk staff and retail sales roles versus those in digital 

marketing. Compared to front desk staff, retail salespeople actually have an even larger number of hard-

skills gaps to fill in order to work in the high-growth digital marketing role (e.g., Brand Management and 

Marketing Management in Table 9), again running counter to the findings of the soft-skills analysis. 

However, all three of these roles share in relevant soft-skills traits, such as an inclination toward generosity 

and risk tolerance (see Table 10). 
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Table 9: Hard-Skills Overlap 
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Table 10: Soft-Skills Comparison 

Front Desk Staff and Retail Sales Roles vs. Digital Marketing Role 

 

DISCUSSION 

The above demonstrations reveal a few key reasons why the incorporation of soft skills in the context of 

redeployment is critical. The first and foremost reason is that hard-skills gap analysis alone cannot tell the 

whole story when workers are moving between non-skills-proximal industries or roles. Skills proximity is a 

concept that was well outlined in a report by Burning Glass Technologies and the World Economic Forum. 

This concept refers to the extent to which skills co-occur and have been found to “cluster” together in 

quantified analyses of labor markets; while important, the reality is that it is only one piece of the puzzle. 

For workers whose prior positions have all but evaporated—airport personnel, restaurant hosts/hostesses, 
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babysitters, massage therapists—a sole focus on skills proximity will likely produce no actionable insights 

about how they might fit into the future of work. In these cases, soft-skills analysis may very well be the 

only option to inform redeployment strategies. Notably, the behavioral assessment of soft skills becomes 

particularly important in these contexts because self-reports will inevitably miss associations between roles 

that are not obvious.  

The second crucial benefit of soft skills for hiring in periods of economic transformation relates to social 

mobility and equality of opportunity. Because behavioral assessment data does not rely on any metrics 

that often restrict job candidates from better-paying jobs—such as degree requirements or employee 

referrals—the new people science can provide a rare chance for marginalized applicants to demonstrate 

their potential to succeed in a role. Study 2 serves as an example of this: While front desk staff and retail 

salespeople are paid less than digital marketing personnel on average, a considerable proportion of 

these at-risk lower-wage workers have a natural propensity to thrive in a digital marketing position. This 

alternative strategy of identifying candidates may be particularly useful for employers who are sincere in 

their intentions to increase the diversity of their workforce in the aftermath of COVID-19, particularly since 

a retail sales résumé would normally be overlooked by a traditional hiring process.  

A final reason soft skills should be incorporated into the discourse around redeployment addresses the 

need to provide displaced workers with guidance on navigating the future of work. As Section IV of this 

brief summarizes, one-size-fits-all approaches to retraining fall short because they fail to account for 

differences between prospective workers. But on the other end of the spectrum, large investments in 

retraining and reskilling programs conducted via e-learning have created far too many options for 

trainees to meaningfully choose from. Behavioral assessment data provides the opportunity for displaced 

workers to optimize their retraining process by first identifying role types for which they are well suited. 

This can help mitigate undesirable and costly situations, such as a worker investing six months in an online 

course in cloud computing, only to realize that the resulting job is a bad fit for their personality and 

cognitive style.  

Conclusion 

The fact that the systems used to evaluate human potential have massive effects on society is both painfully 

obvious and remarkably forgotten in popular discourse. History has demonstrated that the consequences of 

ineffective employment selection tools include painful economic transitions and entrenched systemic 

inequalities, yet traditional hiring practices have remained largely undisrupted for decades. The goal of 

this brief has been to call attention to the need for fundamental change in the science of employment, 

fueled by pragmatic insights from cognitive science and related disciplines. A new people science is very 



48 

possible; and if deployed in a considered manner, it can provide the foundation for a dynamic and 

inclusive modern economy.  

While the prospect of retraining the workforce is often viewed in terms of barriers—for example, what 

credentials or abilities are these people lacking?—the new people science can change this discourse to one 

of opportunities. The evaluation of job candidates in terms of their aptitudes is essentially a means of 

optimizing the redeployment of displaced and under-skilled individuals in an unprecedented manner. 

Behavioral assessments, backed by decades of well-established research, allow for the accurate and real-

time measurement of soft skills that provide the basis for job matching. If humans can be evaluated in terms 

of their unique potential, and that potential can be aligned with the needs of employers, the net result can 

only be a more prosperous society.  

Importantly, the new people science can also serve as a strategy for addressing intractable societal 

problems. Progress on racial inequality in the workforce has arguably never been more pressing than it is 

right now, and systems of allocating economic opportunities are an obvious piece of this complex puzzle. In 

the post–COVID-19 world, in order to effectively redirect talent and equip workers with useful skills, we 

must be able to separate true propensity for success from biased and irrelevant assessments. This is the 

promise of the new people science—revising what we measure, how we measure it, and how we think 

about those measurements—to prioritize both fairness and validity.  

In many ways, the circumstance of a global pandemic simply accelerated changes in the workforce that 

were already being anticipated over the past decade. At the same time, if 2020 has taught us anything, it 

is that we cannot truly know what the next iteration of “the future of work” will entail. In order for any 

system of employment selection to remain relevant, it cannot be rooted in a particular context or 

technology. Instead, an impactful people science is one that allows for the redirection of entire jobs, 

industries, and workforces in an efficient and equitable manner. Accurate measurement of underlying soft 

skills is our best option for leveraging the full potential of human capability. 
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Endnotes 

 
1  Verbal-linguistic, logical-mathematical, spatial-visual, bodily-kinesthetic, musical, intrapersonal, interpersonal, 

naturalist, and existential. 

2  Notably, an extensive debate exists about the extent to which soft skills are innate or learned, but it is beyond 
the scope of this brief to review this literature. For the purposes of employment selection, it is somewhat 

irrelevant whether a job applicant demonstrates certain soft skills due to genetic, developmental, or 
educational factors. Rather, the goal of incorporating soft skills into employment science is to evaluate people 

as they are and use the information to optimize hiring decisions. Doing so does not suggest that soft skills are 
completely static and cannot evolve over time. 

3  Neuropsychological concepts like the Boston Process Approach, which de-emphasize final, unitary scores but 
instead focus on how an individual performs a task, also inform the new people science. See Nancy, H., 

Kaplan, E., and Milberg, W. (2009). The Boston Process Approach to Neuropsychological Assessment: A 

Practitioner’s Guide. Oxford University Press. 
4  The same authors provide an example: “That introversion is associated with better performance on exams 

could be because introverts are smarter than their more extroverted colleagues. But with a stress manipulation 
that reverses the rank orders of introversion and performance, we can rule out an ability explanation.” 

5  Such findings where tests predict outcomes better for some than for others should cause alarm: When the 
validity of an assessment differs across groups, it indicates mismeasurement; it indicates that a test better 

captures the abilities of some and misses the value of others. 
6  Notably, before any aggregation occurs, a thorough job analysis is conducted to ensure that the roles are 

analogous across environments.  

7  While tasks like the Dictator Game have traditionally been performed with real stakes—allocating real 
money—the effect of stakes on in-game performance remains unclear: Some researchers have found 

negligible effects of increased stakes, others have observed small effects, and still others have suggested that 
effects may depend on the populations and may vary across regions. 
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